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Abstract

We compare the experimental results of three stag-hunt games. In contrast to Battalio et al. (2001), our design keeps the riskiness ratio of the payoff-dominant and the risk-dominant strategies at a constant level as the optimisation premium is increased. We define the riskiness ratio as the relative payoff range of the two strategies. We find that decreasing the riskiness ratio while keeping the optimization premium constant increases sharply the frequency of the risk-dominant strategy. On the other hand an increase of the optimization premium with a constant riskiness ratio has no effect on the choice frequencies. Finally, we confirm the dynamic properties found by Battalio et al. that increasing the optimization premium favours best-response and sensitivity to the history of play.
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1 Introduction

Harsanyi & Selten (1988) stated that players should trust each other in order to reach a Pareto-superior equilibrium, whenever coordination on “risky” is required. However, experimental findings suggest that subjects do not trust enough their partners to be able to coordinate on a Pareto-superior equilibrium. For instance most experiments on coordination games with Pareto-ranked equilibria showed that subjects coordinate more frequently on Pareto-dominated equilibria (Cooper, Dejong, Forsythe & Ross 1992, Straub 1995, Battalio, Beil & Van Huyck 1990). Subjects choices seem to be more sensitive to the risk-characteristics than to the payoff characteristics of the available strategies. For example, Schmidt, Shupp, Walker & Ostrom (2003) found that subjects are more responsive to changes in the risk-dominance characteristics than in changes in the payoff-dominance level, both in one-shot and repeated games. They show that an increase in the efficiency loss of playing the Pareto-inferior (risk-dominant) strategy, does not affect the choice-frequency of the risk-dominant strategy. In contrast, increasing the riskiness of the payoff-dominant strategy favours risk-dominance play. Battalio, Samuelson & Van Huyck (2001), BSVH thereafter, showed that when the incentive to best-respond becomes stronger the risk-dominant strategy is more frequently chosen. They measure the incentive to best-respond by the optimization premium, defined as the expected payoff difference between the risk-dominant and the payoff dominant strategies.

Figure 1: Stag hunt games are defined by: $a > c$, $a > d$, $d > b$ and $(d-b) > (a-c)$

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>a, a</td>
<td>b, c</td>
</tr>
<tr>
<td>Y</td>
<td>c, b</td>
<td>d, d</td>
</tr>
</tbody>
</table>

Consider the stag-hunt game illustrated in figure 1. Given the parametric restrictions defining stag-hunt games, this game admits 3 Nash equilibria: the payoff-dominant equilibrium $(XX)$, the risk-dominant equilibrium $(YY)$, and a mixed equilibrium where each player chooses $X$ with probability $q^* = \frac{d-b}{a-c+d-b}$. The optimization premium $(OP)$ is defined by (1.1).

$$OP = \pi(X, q) - \pi(Y, q) = \delta(q - q^*) \quad (1.1)$$

where $\pi(X, q)$ is the expected payoff of a player who chooses $X$ and who expects her opponent to choose strategy $X$ with probability $q$ (a similar definition applies to $\pi(Y, q)$). Note that the optimization premium differs from zero only if players do not mix properly. For a given deviation from $q^*$, the optimization premium is increasing in $\delta$, the optimization premium parameter. The experimental findings of BSVH can be summarized as follows: an increase of $\delta$ leads to more best-reply choices, a higher sensitiveness to past realized gains, and a higher choice frequency of the risk-dominant strategy $(Y)$. BSVH’s conjecture is strongly supported by their data, and by their estimates of the quantal response equilibrium model. The value of $\delta$ is equal to 50 in their game $2R$, 25 in their game $R$ and 15 in their game $0.6R$. 


Increasing the OP parameter from 15 to 25 increased the choice frequency of Y from 49.42% in game 0.6R to 60.80% in game R, and increasing the OP parameter from 25 to 50 increased the choice frequency of Y from 60.80% in game R to 89.50% in game 2R.

In their experimental design, BSVH avoided possible confounds, by keeping constant the best response correspondence across games, i.e. the risk-dominant strategy had exactly the same basin of attraction in each of their three games. However, the change in the OP parameter affected the “relative riskiness” of the two strategies. As can be seen from the payoff tables of figure 2, a subject who takes into account the variability of the strategies’ payoffs, is more likely to choose the risk-dominant strategy as the OP parameter is increased.

To see this, let us take the point of view of player A in the games illustrated in figure 2. Since player B can choose strategy X with any probability $q \in [0, 1]$, the expected range of possible outcomes $(a - b$ in figure 1) if player A chooses strategy X is the same for the three games (equal to 45). In contrast, the expected range of possible outcomes if he chooses Y ($|c - d|$ in figure 1) is 30 in game 0.6R, 20 in game R and 5 in game 2R. We conjecture that this difference in perceived payoff ranges, might have attracted subjects towards the risk-dominant strategy in the BSVH experiment.

Let us define the relative riskiness $(RR)$ of the two strategies by the ratio of the expected payoff ranges of the two strategies, $RR = \frac{|c-d|}{(a-b)}$, assuming that $c \neq d$. Note that our definition of $RR$ also corresponds to the ratio of the standard deviations of the two strategies, $\frac{\sigma_Y}{\sigma_X} = \frac{\sqrt{(c-d)^2p(1-p)}}{\sqrt{(a-b)^2p(1-p)}}$. If $RR$ is close to 1, the two strategies involve similar risk. As it approaches zero, the risk-dominant strategy becomes relatively safer than the payoff-dominant strategy. ¹ In BSVH’s experimental design $RR$ is equal to 1/9 for game 2R, 4/9 for game R and 6/9 for game 0.6R. Our conjecture is that decreasing $RR$, all other things equal, favours the choice of the risk-dominant strategy.

In order to isolate the effect of the optimization premium, we design a new experiment in which the relative riskiness of the strategies $(RR)$ is kept constant while the optimization premium is increased. We find that, keeping $RR$ constant and increasing OP does not affect the choice of the risk-dominant strategy, for our choice of parameters. Furthermore, increasing $RR$ while keeping OP constant, increases

¹In our experiment we exclude the case where $RR = 0$, i.e. $c = d$. A more general measure of relative riskiness should allow for the case where $c = d$ as compared to $(a-b)$. 

---

Figure 2: The three stag hunt games experienced by Battalio & al. (2001).

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Y</th>
<th></th>
<th>X</th>
<th>Y</th>
<th></th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>45,</td>
<td>45,</td>
<td>0,</td>
<td>35,</td>
<td>40,</td>
<td>40</td>
<td>45,</td>
<td>45,</td>
</tr>
<tr>
<td>Y</td>
<td>35,</td>
<td>0,</td>
<td>40,</td>
<td>40,</td>
<td>20,</td>
<td>20</td>
<td>42,</td>
<td>12,</td>
</tr>
<tr>
<td>Games</td>
<td>2R</td>
<td>R</td>
<td>0.6R</td>
<td>R</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>50</td>
<td>25</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>
the frequency of choice of the risk-dominant strategy. Finally, our data shows that the dynamic properties of increasing $OP$, are unaffected by $RR$: increasing $OP$ leads to more best-reply choices and to a higher sensitiveness to past realized gains, independently of $RR$. The latter result, might be explained by the fact that $RR$ is a constant which only depends on the structure of the game, while $OP$ depends both on a constant ($\delta$) and the expected deviation with respect to $q^*$. 

The remainder of the paper is organized as follows. In section 2 we describe our experimental design that allows us to control for the optimization premium and the relative riskiness ratio. Section 3 presents our experimental findings and section 4 concludes.

2 Experimental design

Our experiment, which follows Battalio et al.’s (2001) design, involves the three stag hunt games described in figure 3.

Figure 3: The three stag hunt games of our experiment.

<table>
<thead>
<tr>
<th></th>
<th>X</th>
<th>Y</th>
<th>X</th>
<th>Y</th>
<th>X</th>
<th>Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>Game 1</td>
<td>45, 45</td>
<td>0, 42</td>
<td>40, 40</td>
<td>20, 37</td>
<td>44, 44</td>
<td>4, 38</td>
</tr>
<tr>
<td>Game 2</td>
<td>42, 0</td>
<td>12, 12</td>
<td>37, 20</td>
<td>32, 32</td>
<td>38, 4</td>
<td>28, 28</td>
</tr>
<tr>
<td>Game 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Game 1 is a replication of BSVH’s game 0.6$R$, which corresponds to our baseline treatment. Game 2 has the same $OP$ parameter as game 1 (equal to 15), but as a lower $RR$ than game 1: $RR_2 = 1/4 < RR_1 = 2/3$. Game 3 has the same $RR$ than game 2 ($RR_3 = 1/4$) but has an $OP$ parameter twice as large as in game 2 ($OP_3 = 30$). The three games have two pure-strategy Nash equilibria, the risk-dominant equilibrium ($YY$) and the payoff-dominant ($XX$), and one mixed-strategy equilibrium where $X$ is selected with probability 0.8. The three games have an identical best response correspondence and the same expected payoff (36) at the mixed equilibrium, as in BSVH. ² Since games 1 and 2 have the same $OP$, following BSVH, the selection frequency of the risk-dominant strategy should not differ significantly between the two games. However, if subjects’ behaviour is affected by $RR$, they might choose more frequently the risk-dominant strategy in game 2. This is stated as conjecture 1.

**Conjecture 1** For a given optimization premium, a lower riskiness ratio increases the choice frequency of the risk-dominant strategy.

²Note that in the three games of Battalio et al. (2001) and in games 2 and 3 of our design the risk measure of Schmidt et al. (2003) is equal to 1.386. Therefore, their measure cannot discriminate between these games.
Since $OP_3$ is larger than $OP_2$, according to BSVH the frequency of the risk-dominant strategy should be larger in game 3 than in game 2. However, if the riskiness ratio has a stronger impact on subject’s strategy selection than $OP$, we expect that a change in $OP$ that keeps $RR$ constant will have a negligible impact on the choice frequency of the risk-dominant strategy. This is stated as conjecture 2.

**Conjecture 2** For a given riskiness ratio, an increase of the optimization premium does not affect the frequency of choice of the risk-dominant strategy.

While $RR$ might affect subjects’ strategy choices, there is no reason to believe that it affects also the dynamic properties of the repeated game. Indeed, in contrast to $OP$ which takes into account players expectations, $RR$ does not depend on players beliefs, since it is only a measure defined by the payoff-structure of the game. We therefore conjecture, as in BSVH, that an increase in the $OP$ parameter increases the sensitivity to the history of play. Again, since $RR$ depends only on the payoff-structure, there is no reason to believe that increasing $RR$ affects the sensitivity to the history of play.

**Conjecture 3** The sensitivity to the history of play is independent of $RR$ but increases with $OP$.

To get a deeper insight about the effect of $OP$, we analyze our data with respect to a strong measure of “coordination success”. We define an outcome as one of “strong coordination”, if all subjects belonging at a given group coordinate on the same strategy, either $X$ or $Y$. We take the number of periods in which “strong coordination” is observed as an indicator of coordination success. While “strong coordination” might be considered as a too stringent measure of coordination success, it has the advantage to discard fortuitous coordination. Fortuitous coordination arises because of the random matching protocol within groups which allows some player pairs to coordinate by chance. By relying on a strong criterion success, we are less likely to conclude erroneously that coordination was achieved. This is stated as conjecture 4.

**Conjecture 4** The frequency of “strong coordination” is independent of $RR$ but increases with $OP$.

192 subjects, selected randomly from a pool of about 1200 volunteers, participated in a computerized experiment that was run at LEES. Participants were students from various universities and business schools. Each of the three treatments involved 64 participants divided into 8 groups of 8 subjects. After each subject had

---

3In a given period, each independent group can reach between zero and four pure strategy Nash equilibria (8 subjects paired by two).

4Laboratoire d’Economie Expérimentale de Strasbourg, BETA (Bureau d’Economie Théorique et Appliquée).
read his instructions\textsuperscript{5}, they were read again aloud by the experimenter to induce common knowledge of the game.

At the beginning of the experiment, each participant was randomly assigned to a group of eight subjects for the 75 rounds of the game.\textsuperscript{6} Subjects were told that in each period they would be randomly paired with one of the members of their group for playing one of the games illustrated in figure 3. In each round, subjects had access to a history screen, displaying for each past period $t$: i) their decision for period $t$, ii) the decision of the player with whom they were randomly matched in period $t$, their payoff for period $t$ and their cumulative payoff for each past period up to the current period. Payoffs were measured in points, with a known conversion rate: 1 point = 0.006 euros.\textsuperscript{7}

3 Results

Figure 4: Evolution of the $X$ strategy selection in each game

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Evolution of the $X$ strategy selection in each game}
\end{figure}

\textbf{Result 1} Our baseline treatment replicates BSVH findings.

\textsuperscript{5}Instructions for game 1 are given in appendix A. For games 2 and 3 only the payoff matrix were changed.

\textsuperscript{6}Either game 1, 2 or 3 depending on the session.

\textsuperscript{7}Repeated play of the payoff-dominant equilibrium for seventy-five periods results in a subject earning €20.25
Support: The comparison of the selection frequency of the X strategy in our game 1 and in game 0.6R of BSVH does not reveal any significant difference (Mann Whitney two-sided p-value = 0.753). Our observations thus replicate those of BSVH. We therefore take the data of our game 1 as a baseline for further tests.

Figure 4 reports the evolution of the frequency of the payoff-dominant strategy (X) over time for the three games. Figure 4 reveals a larger and persistent choice frequency of the payoff-dominant strategy for game 1 compared to games 2 and 3. Comparing games 2 and 3, the choice frequency of X appears to be larger in game 3 than in game 2 for the first 50 periods, but the two games have more or less equal frequencies of X choices for the remaining 25 periods.

**Result 2** A lower RR for given OP increases the choice frequency of the risk-dominant strategy.

Table 1: Frequencies of strategy X selection in games 1-3: first period, average over 75 periods and average over the five last periods.

<table>
<thead>
<tr>
<th>Game</th>
<th>First period</th>
<th>Average</th>
<th>Last five periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>85.94</td>
<td>56.98</td>
<td>43.75</td>
</tr>
<tr>
<td>2</td>
<td>68.75</td>
<td>33.71</td>
<td>24.38</td>
</tr>
<tr>
<td>3</td>
<td>75.00</td>
<td>43.79</td>
<td>30.94</td>
</tr>
</tbody>
</table>

Support: Table 1 reports the choice frequencies of the X strategy for the first period, the average of all periods and the average of the 5 last periods. The first period frequency and the average frequency are significantly larger in game 1 than in game 2 (Mann Whitney one-sided \(^8\) p-value = 0.026 and p-value = 0.033). Average frequencies over the five last rounds also differ significantly (MW p-value = 0.057).

**Result 3** A higher OP for given RR does not affect the choice frequency of the risk-dominant strategy.

Support: The average frequency of strategy X selection (see table 1) is not significantly different between games 2 and 3 (MW p-value = 0.186). There are also no significant differences in the first period and in the last five periods of play (MW, p-value = 0.223 and p-value = 0.684 respectively).

**Result 4** The sensitivity to the history of play is stronger for larger OP but is unaffected by RR.

\(^8\)MW thereafter.
Support: For testing conjecture 3 about the sensitivity to the history of play we rely, as BSVH, on the Quantal Response Equilibrium (McKelvey & Palfrey 1995) given in expression (3.1), where \( q_t \) is player \( i \)'s belief that his opponent chooses \( X \) at time \( t \), \( q_0 \) is the initial probability, \( I = 1 \) if \( i \)'s opponent plays \( X \) at time \( \tau \) and \( I = 0 \) otherwise, and \( d \) is a discount factor: \( d = 1 \) if subject \( i \)'s beliefs are of the fictitious play type (Brown 1951) and \( d = 0 \) if his beliefs are of the Cournot (1960) type.

\[
q_t = \frac{q_0 d^{t-1} + I_t d^{t-2} + \ldots + I_{t-2} d + I_{t-1}}{d^{t-1} + d^{t-2} + \ldots + 1} \tag{3.1}
\]

Subject \( i \) selects the payoff-dominant strategy \( (X) \) in period \( t \) with probability \( P_{it} \), which depends on his propensity to choose a best response to his estimated probability that his opponent selects strategy \( X \) in period \( t \). As in BSVH we rely on the logistic response-function \( P_{it} \), defined by (3.2).

\[
P_{it} = \frac{\exp(\alpha + \beta(q_t - q^*))}{1 + \exp(\alpha + \beta(q_t - q^*))} \tag{3.2}
\]

In expression (3.2) \( \alpha \) captures the tendency to move away from the low payoffs. \( \beta_j = \lambda \delta_j \) where \( \delta_j \) is the OP parameter corresponding to game \( j \) and \( \lambda \) is the precision parameter of the logit error model. Assuming that players best-respond according to the quantal-response equilibrium model, \( \lambda \) corresponds to the common noise parameter. Table 2 reports the estimates.

<table>
<thead>
<tr>
<th>Game</th>
<th># Observations</th>
<th>Log Likelihood</th>
<th>( \alpha )</th>
<th>( \beta )</th>
<th>( d )</th>
<th>( q_0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4800</td>
<td>-2141.531</td>
<td>1.432</td>
<td>5.066</td>
<td>0.851</td>
<td>0.827</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.049)</td>
<td>(0.14)</td>
<td>(0.017)</td>
<td>(0.06)</td>
</tr>
<tr>
<td>2</td>
<td>4800</td>
<td>-2274.360</td>
<td>1.090</td>
<td>4.768</td>
<td>0.896</td>
<td>0.690</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.07)</td>
<td>(0.15)</td>
<td>(0.01)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>3</td>
<td>4800</td>
<td>-1959.049</td>
<td>1.460</td>
<td>5.563</td>
<td>0.885</td>
<td>0.706</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.051)</td>
<td>(0.16)</td>
<td>(0.017)</td>
<td>(0.05)</td>
</tr>
</tbody>
</table>

The estimated initial frequencies \((q_0)\) are very close to the observed initial frequencies (85.94% in game 1, 68.75% in game 2 and 75.00% in game 3). \( \alpha \) is larger in game 1 than in game 3, and in game 3 than in game 2, meaning that in case of a coordination failure subjects have moved away from the lowest outcome of the payoff-dominant strategy in games 1 and 3 (equal to 0 and 4 respectively, see figure 3). The value of the discount factor is between 0.8 and 0.9 meaning that subjects take into account almost the complete history of the game (fictitious play). \( \beta \) in game 2 is slightly lower than in game 1 but the difference is not significant (Wald test, p-value = 0.150), supporting the first part of conjecture 3. Finally \( \beta \) is equal to 5.56 in game 3, a significantly higher value compared to game 2 (Wald text p-value < 0.001). Subjects are more sensitive to the history of play in game 3, supporting
the second part of conjecture 3.

**Result 5** The frequency of “strong coordination increases with OP, but is unaffected by RR.

*Support:* As explained in section 2, the selection frequency of strategy X does not correctly account for coordination success because of the random matching protocol within groups. We therefore rely on our criterion of “strong coordination”, i.e. the number of periods where all members of a group choose the same strategy (either X or Y). The corresponding data is reported in table 3. “Strong coordination” on the payoff-dominant strategy occurred 146 times in game 1 and 22 times in game 2, whereas “Strong coordination” on the risk-dominant strategy occurred 36 times in game 1 and 150 times in game 2. Both differences are significant at the 10% level (MW p-value = 0.074 and p-value = 0.069 respectively), supporting conjecture 1. The total number of periods where the eight subjects in a group have chosen the same strategy, without distinguishing X and Y, is equal to 182 for game 1 and to 172 for game 2, a non-significant difference ($\chi^2$ p-value = 0.595) supporting the first part of conjecture 4.

Table 3: Number of periods where the eight subjects in the group have chosen the same strategy.

<table>
<thead>
<tr>
<th>Game</th>
<th>Payoff-dominant strategy (X)</th>
<th>Risk-dominant strategy (Y)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>146</td>
<td>36</td>
<td>182</td>
</tr>
<tr>
<td>2</td>
<td>22</td>
<td>150</td>
<td>172</td>
</tr>
<tr>
<td>3</td>
<td>143</td>
<td>102</td>
<td>245</td>
</tr>
</tbody>
</table>

In game 3 the eight subjects have chosen the payoff-dominant strategy in 143 periods, and the risk-dominant strategy in 102 periods. Thus, the number of periods where all (eight) subjects selected the risk-dominant strategy is not significantly different between games 2 and 3 (MW p-value = 0.333), supporting conjecture 2. Moreover we observe a total of 245 periods where the eight group members have chosen the same strategy, either X or Y, against 172 in game 2, the difference is significant ($\chi^2$ p-value < 0.001), supporting the second part of conjecture 4. Hence we confirm that an increases in the optimization premium, all things equal, increases the likelihood of “strong coordination”, in accordance with BSVH.

### 4 Conclusion

In stag-hunt games, subjects choices are both attracted by the risk-dominant equilibrium and the Pareto-dominant equilibrium. Which of the two underlying strategies is more likely to be chosen by subjects depends on many factors related to the
payoff-structure of the game. BSVH showed that the optimization premium plays a crucial role: subjects are more likely to choose the risk-dominant strategy when the optimization premium is increased, and their behaviour becomes more sensitive to past outcomes of the game. In this paper we showed that the relative riskiness of the two strategies has a considerable influence on subjects’ choice of strategies. For a given value of the optimization premium parameter, subjects choose more frequently the risk-dominant strategy as it becomes relatively less risky compared to the payoff-dominant strategy. Furthermore, when the relative riskiness of the two strategies is unaffected by an increase in the optimization premium, the choice frequency of the risk-dominant strategy remains unchanged. In BSVH’s experiment, the change in the OP parameter affected simultaneously the relative riskiness of the strategies, making it impossible to sort out the effects of these two properties of the payoff structures. For our set of parameters, it seems that the relative riskiness has a stronger effect than the optimization premium parameter, although it is difficult to compare the magnitude of the changes for the two parameters. However, we confirm that an increase in the OP parameter has a significant impact on the dynamics of play, as in BSVH, whether or not the relative riskiness of the strategies is affected simultaneously.
A Instructions (translated from french)

General context of the experiment

The experiment consists of a succession of periods, in each of which you will be asked to choose one of two options called X and Y. You will be named “player A” during the experiment. At the beginning of each period, in each group (composed of 8 participants), the computer system will form 4 pairs of subjects. For instance, at the beginning of each period, you will be assigned to another participant randomly chosen in your group: this person will be called “player B”. Like you, player B will have to make a choice between options X and Y. Your decisions will lead to a gain at the end of each period. This gain depends on your own choice and the choice of player B for the current period. Gains will be measured in points during the experiment, and points will be converted into Euros at the end of the experiment (the conversion procedure of points into Euros is explained at the end of the instructions). The remainder of the instructions details the gains associated to options X and Y and the way you will interact with player B within a period.

In the experiment you will be named player A and the participant with whom you are matched in a given period will be called player B. This terminology has been chosen to facilitate both the understanding of the instructions and the reading of the information on your computer screen. Player A and player B face exactly the same situation: they both have the same choice options and the same associated gains.

Course of the game

The experiment involves 75 periods. In each period, you can choose between two options: X or Y. In any given period your choice will be matched with the choice of player B. If you choose option X and player B chooses X, you will earn 45 points and player B will earn 45 points. If you choose option X and player B chooses Y, you will earn 0 point and player B will earn 42 points. If you choose option Y and player B chooses Y, you will earn 12 points and player B will earn 12 points. Finally, if you choose option Y and player B chooses X, you will earn 42 points and player B will earn 0 point. Table 4 summarizes your possible earnings for a period. Table 5 summarizes the possible earnings for player B with whom you are matched for the period.

At the time you make your choice you do not know the choice of player B. Similarly, player B does not know your choice, when making his own choice. At the end of each period you will be informed about the choice of player B and your earning for the period.
Table 4: Player A’s earnings

<table>
<thead>
<tr>
<th>Player B chooses</th>
<th>Option X</th>
<th>Option Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>You choose</td>
<td>A earns 45 points</td>
<td>A earns 42 points</td>
</tr>
<tr>
<td>(Player A chooses)</td>
<td>A earns 0 point</td>
<td>A gagne 12 points</td>
</tr>
</tbody>
</table>

Table 5: Player B’s earnings

<table>
<thead>
<tr>
<th>Player B chooses</th>
<th>Option X</th>
<th>Option Y</th>
</tr>
</thead>
<tbody>
<tr>
<td>You choose</td>
<td>B earns 45 points</td>
<td>B earns 0 point</td>
</tr>
<tr>
<td>(Player A chooses)</td>
<td>B earns 42 points</td>
<td>B earns 12 points</td>
</tr>
</tbody>
</table>

At the beginning of the next period, you will be randomly matched by the computer system to another player B chosen among the 7 other members of your group. Once you are assigned to a new player B, the next period starts. In the upper right corner of your computer screen, the number of the period and the cumulated earnings from period 1 to the current period will be displayed. By clicking the “History” button a table recording previous periods data will appear: the table contains for each past period, the number of the period, your choice for that period, player B’s choice for the period, and your earning for the period.

Each period follows the same procedure. At the beginning of a period, a random matching procedure determines to which player B (chosen among the 7 other members of your group) you will be assigned for that period. After that, each player chooses either option X or option Y. At the end of each period, the data of the period will be displayed.

At the end of period 75, your total earning for the 75 periods will be converted into Euros according to the following rule: 1000 points equal 6 Euros. For example if your total number of accumulated points is equal to 2500, you will earn 15 Euros.

Before the experiment will start, you will be asked to answer a short questionnaire to check your correct understanding of the instructions. At the end of the experiment, you will be paid individually by the experimenter. During the eventual waiting time, you can make written comments.

You are requested to not communicate with any other participant during the experiment. If you have any question, please raise your hand, an assistant will come to you to answer individually.
References


Documents de Recherche parus en 2008

DR n°2008 - 01 : Geoffroy ENJOLRAS, Robert KAST
« Using Participating and Financial Contracts to Insure Catastrophe Risk : Implications for Crop Risk Management »

DR n°2008 - 02 : Cédric WANKO
« Mécanismes Bayésiens incitatifs et Stricte Compétitivité »

DR n°2008 - 03 : Cédric WANKO
« Approche Conceptuelle et Algorithmique des Equilibres de Nash Robustes Incitatifs »

DR n°2008 - 04 : Denis CLAUDE, Charles FIGUIERES, Mabel TIDBALL
« Short-run stick and long-run carrot policy : the role of initial conditions »

DR n°2008 - 05 : Geoffroy ENJOLRAS • Jean-Marie BOISSON
« Valuing lagoons using a meta-analytical approach : Methodological and practical issues »

DR n°2008 - 06 : Geoffroy ENJOLRAS • Patrick SENTIS
« The Main Determinants of Insurance Purchase : An Empirical Study on Crop insurance Policies in France »

DR n°2008 - 07 : Tristan KLEIN • Christine LE CLAINCHE
« Do subsidized work contracts enhance capabilities of the long-term unemployed ? Evidence based on French Data »

DR n°2008 - 08 : Elodie BRAHIC, Valérie CLEMENT, Nathalie MOUREAU, Marion VIDAL
« A la recherche des Merit Goods »

DR n°2008 - 09 : Robert KAST, André LAPIED
« Valuing future cash flows with non separable discount factors and non additive subjective measures : Conditional Choquet Capacities on Time and on Uncertainty »

DR n°2008 - 10 : Gaston GIORDANA
« Wealthy people do better? Experimental Evidence on Endogenous Time Preference Heterogeneity and the Effect of Wealth in Renewable Common-Pool Resources Exploitation »

DR n°2008 - 11 : Elodie BRAHIC, Jean-Michel SALLES
« La question de l'équité dans l'allocation initiale des permis d'émission dans le cadre des politiques de prévention du changement climatique : Une étude quasi-expérimentale »

DR n°2008 - 12 : Robert LIFRAN, Vanja WESTERBERG
« Eliciting Biodiversity and Landscape Trade-off in Landscape Projects : Pilot Study in the Anciens Marais des Baux, Provence, France »

DR n°2008 - 13 : Stéphane MUSSARD, Patrick RICHARD
« Linking Yitzhaki’s and Dagum’s Gini Decompositions »

DR n°2008 - 14 : Mabel TIDBALL, Jean-Philippe TERREAUX
« Information revelation through irrigation water pricing using volume reservations »

DR n°2008 - 15 : Selin OZYURT
« Regional Assessment of Openness and Productivity Spillovers in China from 1979 to 2006: A Space-Time Model »

DR n°2008 - 16 : Julie BEUGNOT
« The effects of a minimum wage increase in a model with multiple unemployment equilibria »

DR n°2008 - 17 : Selin OZYURT
« A Fresh Scrutiny on Openness and Per Capita Income Spillovers in Chinese Cities: A Spatial Econometric Perspective »

DR n°2008 - 18 : Stéphane MUSSARD, Bernard PHILIPPE
« Une évaluation du rôle des déterminants du partage de la valeur ajoutée »

DR n°2008 - 19 : Dimitri DUBOIS, Marc WILLINGER, Phu NGUYEN VAN
« Optimization incentive and relative riskiness in experimental coordination games »
Contact :

Stéphane MUSSARD : mussard@lameta.univ-montp1.fr